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[1] We propose a quasi‐steady nonlinear circuit model for the solar wind‐magnetosphere‐
ionosphere (SW‐M‐I) coupling to study the observed saturation of polar cap potential.
The oval conductance is shown to be a nonlinear circuit element since it increases with
increasing dayside reconnection E field driving the proposed circuit. Oval conductance
is produced by precipitating particles energized by enhanced sunward convection in the
plasma sheet driven by reconnection at the dayside magnetopause and in the plasma sheet.
The asymptotic saturation potential is shown to increase with (1) decreasing internal
resistance of the dynamo region, (2) increasing length of dayside reconnection line,
(3) increasing ratio of nightside to dayside reconnection potentials, and (4) increasing ratio
of nightside to dayside internal resistances.
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1. Introduction

[2] The solar wind‐magnetosphere‐ionosphere (SW‐M‐I)
coupling is fundamental to understanding substorms and
storms. A characteristic difference between substorms and
storms is the distinct difference of their time scales. Substorm
time scale is less than a few hours, while storm time scale is
greater than several tens of hours.
[3] The cause of polar cap potential saturation is not well

understood despite extensive observations, theoretical mod-
eling, and simulation studies. To gain an insight into the polar
cap potential saturation problem, we refer the reader to a
comprehensive review by Shepherd [2007].
[4] Observations show that the value at which the polar

cap potential saturates appears to depend on the conductance
in the ionosphere. The polar cap saturation potential is
around ∼100 to ∼200 kV when the reconnection E field
imposed by the solar wind exceeds ∼10 mV/m [Reiff et al.,
1981; Doyle and Burke, 1983; Reiff and Luhmann, 1986;
Boyle et al., 1997; Russell et al., 2001; Shepherd et al.,
2003; Hairston et al., 2005; MacDougall and Jayachandran,
2006; Lockwood et al., 2009]. Russell et al. [2001] use the
AMIE model to infer polar cap potential of five storms to
demonstrate the polar cap potential saturation for solar wind
E field up to ∼10 mV/m. Shepherd et al. [2003] analyzed
Super Dual Auroral Radar Network (SuperDARN) data to

determine the statistical characteristics of polar cap poten-
tial saturation for the solar wind E field up to ∼17 mV/m
and showed evidence for saturation starting at ∼3 mV/m.
Hairston et al. [2003, 2005] used data from the DMSP‐F13
spacecraft during three superstorms to show that the polar
cap potential saturation reaches the asymptotic saturation
potential of ∼150 kV when the solar wind E field increases
from ∼10 to ∼40 mV/m.
[5] Theoretical and simulation studies of polar cap poten-

tial saturation have been conducted extensively [Hill, 1984;
Fedder and Lyon, 1987; Siscoe et al., 2002, 2004; Ridley,
2005; Merkin et al., 2005; Kivelson and Ridley, 2008].
Despite these efforts, the cause of polar cap potential satu-
ration is still not well understood. Most popular among the
various proposed models is the Hill‐Siscoe model [Hill,
1984; Siscoe et al., 2002, 2004]. They proposed an intrigu-
ing interpretation that polar cap potential saturation is caused
by the transition from the Chapman‐Ferraro closed magne-
tosphere to the Dungey‐Alfvén open magnetosphere. The CF
current system dominates the CFmode of interaction with the
solar wind, while the region 1 current system dominates the
DA mode of interaction. In other words, the observed PC
potential saturation in the Hill‐Siscoe model is caused by
transition from CF dominance to DA dominance. Simulation
models of Fedder and Lyon [1987],Merkin et al. [2005], and
Ridley [2005] show that the polar cap potential saturates at a
lower level with a higher ionospheric conductivity. In short,
observations, simulations, and theories all indicate that the
saturation of polar cap potential is invariably related to the
conductance in the ionosphere.
[6] Circuit models have been proposed by many to study

substorm problems where electric currents play a vital role.
Sato and Holzer [1973] proposed a circuit model to study the
quiet auroral arcs in the M‐I coupling. Siscoe [1982] pro-
posed a circuit model to study the energy coupling between
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regions 1 and 2 of Birkeland current systems. Liu et al. [1988]
proposed a time‐dependent circuit model with resistance,
inductance, and capacitance to describe substorms. Block et
al. [1998] considered a time‐dependent circuit model con-
sists of inductance and capacitance for treating the substorm
breakup problem.
[7] In the present paper, we propose a quasi‐steady non-

linear circuit model of SW‐M‐I coupling to study the
observed PCP saturation on the storm time scale of few tens
of hours or more. Inductance and capacitance can be omitted
in a quasi‐steady circuit model. We emphasize in the pro-
posed model that the observed polar cap potential saturation
originates from the oval conductance as a nonlinear circuit
element, which is shown to increase with increasing dayside
reconnection electric field driven by the solar wind. The
asymptotic saturation potential is predicted to depend on
the internal resistance in the dynamo region, the length
of dayside reconnection line, the ratio of dayside/nightside

reconnection potentials, and the ratio of dayside/nightside
internal resistances of the reconnection region.

2. Observations of Oval Conductance and Polar
Cap Potential

[8] Hardy et al. [1987] obtained Pedersen and Hall con-
ductance in the ionosphere from the precipitating electron
and ion fluxes measured by the DMSP spacecraft. Figure 1
plots the conductance thus obtained for KP ≤ 6.
[9] Figure 2a shows the scatterplot of max KP versus max

EDR, during a magnetic storm for 227 storms from 1998 to
2005, derived in the present paper. The KP index is obtained
from http://swdcwww.kugi.kyoto‐u.ac.jp. The dayside recon-
nection E field EDR is calculated from the observations of
ACE by using the formula in Kan and Lee [1979],

EDR ¼ VXBYZ sin
2 �=2ð Þ; ð1Þ

Figure 1. The Hall and Pedersen conductance SH and SP

in the ionosphere deduced from DMSP data by Hardy et al.
[1987] are plotted against KP.

Figure 2. The observed scatterplot KP versus EDR is the key to transforming the observed conductance
versus KP [Hardy et al., 1987] to conductance versus EDR.

Figure 3. Combining Figures 1 and 2, the observed con-
ductance SH and SP versus EDR up to EDR ∼ 9 mV/m.
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Figure 4. (a) Comparison of the time series of AE and PCP during each of the 10 examples of storms.
(b) The occurrence time difference between max AE and max PCP for the 71 storms chosen for this study.
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where VX is the solar wind speed, BYZ is the IMF Y‐Z com-
ponent, and � is the IMF clock angle in the Y‐Z plane. In
calculating EDR, we have already included the propagating
time fromACE to themagnetopause, using the observed solar
wind velocity. The temporal resolution of KP index is 3 h and
that of EDR is 64 s. The procedure of derivation is discussed as
follows. During each storm, KP increases towards the maxi-
mum value max KP at TKP, as EDR increases towards the
maximum value max EDR at TEDR. Figure 2b shows the dis-
tribution of occurrence time difference TKP − TEDR. Distri-
bution of the occurrence time difference is shown to fall
within ∼±3 h.
[10] Combining results in Figures 1 and 2, we obtain

Pedersen and Hall conductance versus EDR as shown in
Figure 3. The range for SP versus EDR in Figure 3 is limited
to EDR ≤ ∼9 mV/m.

[11] Extension of EDR in Figure 3 from ∼9 to ∼40 mV/m
is discussed later in connection with Figures 4, 5, 6, and 7.
[12] The AE index is a measure of auroral electrojet IO

flowing in the oval as given by

IO ¼ �AE: ð2Þ
The parameter a is a scaling constant to be determined later
in Figure 7. The electrojet current can be written as

IO ¼ SOFPC: ð3Þ
The oval conductanceSO is Pedersen conductance under quiet
conditions; it is enhanced to Cowling conductance under dis-
turbed conditions during substorms and storms [Kan, 2007].
Substituting (3) into (2), the oval conductance can bewritten as

SO ¼ �AE=FPC: ð4Þ

Figure 5. (a) Scatterplot of max AE versus max EDR for the 71 storm events. The dashed line is a linear
fitting of the scatterplot with correlation coefficient R = 0.8. (b) The distribution of occurrence time dif-
ference between max AE and max EDR for the 71 storm events.

Figure 6. (a) Scatterplot of max FPC versus max EDR of the same 71 magnetic storms. The reconnection
E field data are based on data obtained from ACE spacecraft. Small to moderate storms with SYMH
between −50 and −100 nT are denoted by the black plus signs; moderate to big storms with SYMH
between −100 and −200 nT are denoted by triangles; big to intense storms with SYMH between −200
and −300 nT are denoted by squares; intense to super storms with SYMH between −300 and −500 nT
are denoted by crosses. (b) The time difference between max PCP and max EDR for the 71 storms.
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[13] Figure 4a shows examples of AE and PCP time series
of 10 storm events to illustrate the relationship between
max AE and max PCP. Figure 4b shows the distribution of
occurrence time difference between max AE and max PCP
for 71 storm events. The occurrence time difference between
max AE and max PCP for the 71 storm events falls within
∼±1 h. The time resolution of polar cap potential is ∼1 h.
[14] Figure 5a shows the scatterplot of the observed max

AE versus max EDR, where EDR is dayside reconnection E
field for the same 71 storm events. Figure 5b shows the
distribution of occurrence time difference between max
AE and max EDR of the 71 storms is estimated to fall within
∼±1 h.
[15] Figure 6a shows the scatterplot of the observed max

FPC versus max EDR of the same 71 storms. The PCP is
based on data from DMSP‐F13 spacecraft. The reconnec-
tion E field EDR is from the ACE spacecraft. Small to
moderate storms with SYMH between −50 and −100 nT are
denoted by the “plus” sign; moderate to big storms with
SYMH between −100 and −200 nT are denoted by triangles;
big to intense storms with SYMH between −200 and −300 nT
are denoted by squares; intense to super storms with SYMH
between −300 and −500 nT are denoted by crosses. Satura-
tion of PCP is observed to occur statistically in Figure 6a
when EDR exceeds ∼10 mV/m. Figure 6b shows the distri-
bution of occurrence time difference between max PCP
and max EDR. The occurrence time difference falls within
∼±1.5 h.
[16] Figure 7 shows the scatterplot of the oval conduc-

tance SO versus max EDR obtained by combining (4) with
max AE in Figure 5a and max FPC in Figure 6a. The dots in
Figure 7 are data points for the oval conductanceSO for a ∼ 1

in (4). The crosses in Figure 7 are data points for SO after the
LLBL (low‐latitude boundary layer) contribution is removed
in Figure 3. In other words, the crosses in Figure 7 are
obtained by subtracting ∼3 mho from SP in Figure 3 so
that SP ∼ 0 at EDR ∼ 0. The scatterplot in Figure 7 can be
approximated by a linear fit as shown by the dashed line.
The linear correlation coefficient is R ∼ 0.77. The linear
approximation in Figure 7 suggests that the oval conduc-
tance increases linearly with increasing EDR. The semiem-
pirical result for the oval conductance shown in Figure 7 can
be verified by direct observations in the future.
[17] A nonlinear circuit is characterized by a circuit ele-

ment, which is a function of the voltage source driving the
circuit. The oval conductance SO is a nonlinear circuit
element, because it is shown to increases with increasing
EDR that drives the SW‐M‐I coupling circuit. Saturation of
polar cap potential in the proposed circuit model depends on
the oval conductance being a nonlinear circuit element.

3. Formulation of SW‐M‐I Coupling Model
for Polar Cap Potential Saturation

[18] The proposed quasi‐steady SW‐M‐I coupling circuit
model is formulated for the polar cap potential saturation on
magnetic storm time scale during southward IMF. Storms
and substorms are both driven by enhanced sunward con-
vection in the plasma sheet [McPherron, 1970; Baker et al.,
1996; Rostoker, 2002; Kan, 2007]. During the substorm
growth phase, sunward convection in the plasma sheet is
driven primarily by the enhanced dayside reconnection [Kan,
1990], supplemented by reconnection in the mid‐to‐distant
plasma sheet. During substorm expansion phase, sunward
convection in the plasma sheet is enhanced primarily by the
nightside reconnection driven by the dipolarization‐induced
NEXL (near‐Earth X line) as proposed by Kan [2007].
During the storm main phase, sunward convection penetrat-
ing deeper into the inner magnetosphere is also driven by
dipolarization‐induced NEXL as proposed by Kan et al.
[2007]. Noted that the dipolarization‐induced NEXL,
formed within a few minutes after dipolarization, is proposed
to drive the expanding auroral bulge during substorm expan-
sion phase [Kan, 2007]. This is distinctly different from the
NEXL proposed to drive BBFs; braking of BBFs is proposed
to produce dipolarization in the near‐Earth plasma sheet
[Baker et al., 1996; Shiokawa et al., 1997; Angelopoulos
et al., 2008].
[19] Figure 8 shows the proposed quasi‐steady circuit

model for the SW‐M‐I coupling during prolonged south-
ward IMF. The proposed model is intended to describe the
polar cap potential saturation during intense magnetic storms.
The inductance and capacitance can be omitted in a quasi‐
steady circuit model. The model consists of the dayside
current loop and the nightside current loop coupled by the
oval conductance denoted by SO.
[20] The dayside and nightside current loops in Figure 8

are coupled by the oval conductance in that the current
in the dayside current loop is driven jointly by both the
dayside and nightside reconnection E fields. Likewise, the
current in the nightside current loop is also driven jointly by
both the dayside and nightside reconnection E fields. More-
over, current in each current loop includes both the region 1
and region 2 field‐aligned currents. Siscoe et al. [2002]

Figure 7. Shows the scatterplot of oval conductance versus
EDR obtained by combining (4) with the data for AE in
Figure 4 and the data for FPC in Figure 5, as described in the
text. The scatterplot thus obtained, called the oval conduc-
tance, extends the range of EDR from 9 to ∼40 mV/m. The
dashed line is a linear fit of the scatterplot with correlation
coefficient r = 0.78.
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choose to consider the region 1 current in their model, while
MacDougall and Jayachandran [2006] choose to focus on
the region 2 current in their model. We choose to consider
both the region 1 and region 2 currents in our circuit model.
[21] Release of the magnetic energy stored in the tail lobes

is controlled by the reconnection in the plasma sheet. The
rate of energy release is determined by the reconnection
E field in the plasma sheet, which in turn depends on the
location of the reconnection line X line in the plasma
sheet. Reconnection rate is greater if the X line is located
closer to the Earth [Kan et al., 2007]. Inductance is a
passive circuit element, which is replaced by the recon-
nection E field in the plasma sheet in the proposed quasi‐
steady nonlinear circuit model in Figure 8.
[22] The SW dynamo consists of BS‐MS‐MP‐BL regions,

where BS stands for bow shock, MS for magnetosheath, MP
for magnetopause, and BL for low‐latitude boundary layer.
Global MHD simulations of Siscoe and Siebert [2006] and
Guo et al. [2008] show that bow shock is an integral part of
the SW dynamo. Under strongly southward IMF conditions,
Guo et al. [2008] show that more than 50% of the region 1
field‐aligned currents can be traced to the bow shock with
the rest traced to the magnetopause.
[23] Solar wind dynamo region consists of the dynamo

E field and the dynamo internal resistance. The dynamo E

field is the reconnection E field at the dayside magneto-
pause driven by the solar wind. The internal resistance
in the SW dynamo region includes dissipations in the
reconnection region, the bow shock, the magnetosheath,
and the low‐latitude boundary layer, as denoted by RDY in
Figure 8.
[24] The nightside reconnection in the plasma sheet con-

verts the magnetic energy in the tail lobes to the electro-
magnetic energy to enhance the sunward convection. Internal
resistance associated with the nightside reconnection poten-
tial represents the collisionless dissipation in the plasma
sheet, including wave‐particle interactions and plasma heat-
ing by compression driven by the sunward convection, as
denoted by RNR in Figure 8.
[25] During the growth phase, the nightside reconnection

X line is located beyond ∼20RE in midtail at MTXL or
further down tail, so that the FNR < FDR. The solar wind
dynamo drives both the dayside and nightside current loops
in Figure 8.
[26] During the expansion phase, the nightside reconnec-

tion X line is located within ∼20RE in the near‐Earth plasma
sheet at NEXL. It is possible for FNR ≥ FDR so that the oval
current is driven jointly by the dayside and nightside recon-
nection potentials. In this case, the dayside and nightside
current loops in Figure 8 are driven jointly by the dayside and
nightside reconnection potentials.
[27] The governing equations for the proposed quasi‐

steady SW‐M‐I coupling circuit in Figure 8 can be written
as

FDR þ FLB ¼ FPC þ IDRDY; ð5Þ

FPC ¼ ID þ INð Þ=SO; ð6Þ

FNR ¼ FPC þ INRNR: ð7Þ

Substituting (5) and (7) into (6), yields

SO þ 1=RDY þ 1=RNRð ÞFPC ¼ FDR þ FLBð Þ=RDY

þ FNR=RNR: ð8Þ

Equation (8) can be written as

1þ SORDYð Þ þ RDY=RNRð Þ½ �FPC

¼ FDR þ FLBð Þ þ RDY=RNRð ÞFNR: ð9Þ

Here we introduce simplifying assumptions that FDR �
FLB ∼ 20 kV during prolonged southward IMF. Neglecting
FLB in (9), the polar cap potential can be written as

FPC ¼ FDR þ RDY=RNRð ÞFNR½ �= 1þ SORDYð Þ þ RDY=RNRð Þ½ �:
ð10Þ

Let FR be the combined dayside/nightside reconnection
potential, as defined by the numerator of (10), i.e.,

FR � FDR þ RDY=RNRð ÞFNR½ �
¼ FDR 1þ ��ð Þ: ð11Þ

Figure 8. The proposed circuit model of SW‐M‐I coupling
for the polar cap potential saturation. The circuit consists of
dayside and nightside current loops. The two current loops
are linked by the oval conductance SO in the ionosphere.
The solar wind dynamo region in the dayside current loop
includes the reconnection potential FDR, boundary layer
potential FLB (negligible compared with FDR), and the inter-
nal resistance RDY of the dayside reconnection potential
representing the collisionless dissipations in the region.
The nightside current loop includes the nightside reconnec-
tion potential FNR and the internal resistance RNR of the
reconnection potential, representing collisionless dissipa-
tions associated with the reconnection potential driving the
sunward convection in the plasma sheet.
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The polar cap potential in (10) can be reduced to

FPC ¼ FR= 1þ SORDYð Þ þ RDY=RNRð Þ½ �; ð12Þ

where b ≡ FNR/FDR and g ≡ RDY/RNR are dimensionless
parameters of the proposed SW‐M‐I coupling model for the
polar cap potential.
[28] The reconnection potential in (11) can be rewritten in

terms of EDR as

FR ¼ 1þ ��ð ÞLDREDR; ð13Þ

where LDR in (13) is the length of dayside reconnection line
and EDR is the dayside reconnection E field given by (1).
[29] Sunward convection in the plasma sheet is signifi-

cantly enhanced during substorm expansion phase [Kan,
2007] and during the storm main phase [Kan et al., 2007]
driven by the dipolarization‐induced NEXL (near‐Earth
X line) in the plasma sheet to enhance the nightside recon-
nection potential. Enhancing the nightside reconnection is a
response to reducing the imbalance between the open flux
and closed flux in the magnetosphere. Open field lines are
accumulated in the tail lobes by the dayside reconnection
during southward IMF, at the same time, depleting closed
field lines in the magnetosphere. Enhanced nightside recon-
nection at NEXL is no doubt related to the enhanced dayside
reconnection. Two schools of thoughts on the cause of
reconnection in the plasma sheet have been proposed. One
school suggests that reconnection in the plasma sheet is
determined exclusively by the condition in the plasma sheet
[e.g., Baker et al., 1996; Shiokawa et al., 1997; Angelopoulos
et al., 2008]; the other school believes that reconnection in
the near‐Earth plasma sheet is caused by the closure of

Cowling electrojet current to produce dipolarization around
∼10 RE leading to the dipolarization‐induced NEXL to drive
the expanding auroral bulge during the substorm expansion
phase [Kan, 2007]. This issue is still a topic of ongoing debate
in substorm and storm research.
[30] The oval conductance, approximated by the dashed

line in Figure 7, can be written as

SO ¼ � EDR; ð14Þ

where � ∼ 0.56 mho/(mV/m) according to Figure 7. Sub-
stituting (12) for FR and (14) for SO into (11), the polar cap
potential can be rewritten as

FPC ¼ 1þ ��ð ÞLDREDR= 1þ � þ � EDRRDYð Þ: ð15Þ

As (�EDRRDY) � (1 + g), the polar cap potential in (15)
approaches the asymptotic saturation potential FAS obtained
from (15) as

FAS ¼ 1þ � �ð ÞLDR= �RDYð Þ: ð16Þ

[31] Figure 9 shows comparison of the prediction of
proposed SW‐M‐I circuit model with observed polar cap
potential of 71 storms. The scatterplot are identical to that
shown in Figure 6a. Themodel predictions are shown by curves.
The solid curve is for b(=FNR/FDR) = 2.0, g (=RDY/RNR) =
0.8, LDR = 10RE, and RDY = 1.2 ohm. The dashed curve is for
b = 0.4, g = 1.2, LDR = 6RE, and RDY = 0.6 ohm. These two
sets of parameter values are chosen so that the data in Figure 9
are bounded by the model prediction curves.
[32] Figure 10 explores the effect of changing each of the

four parameters while keeping other parameters fixed in
the proposed SW‐M‐I coupling model. Figure 10a shows
the saturation potential increases with decreasing internal
dynamo resistance RDY while keeping the other parameters
fixed. Figure 10b shows the saturation potential increases
with increasing length of dayside reconnection line LDRwhile
keeping the other parameters fixed. Figure 10c shows the
saturation potential increases with increasing b(=FNR/FDR)
while keeping other parameters fixed. Figure 10d shows the
saturation potential increases with increasing g (=RDY/RNR)
while keeping the other parameters fixed.

4. Discussion and Conclusion

[33] We strive to keep the proposed SW‐M‐I quasi‐steady
circuit model as simple as possible, retaining only the
essential circuit elements of fundamental importance to the
observed saturation of polar cap potential. The model is
developed for the storm time scale of several tens of hours to
a few days. The storm time scale is much longer than the
substorm time scale of less than a few hours. Transient phe-
nomena on the substorm time scale are thus excluded. The
essential elements in the proposed circuit model are the
dynamo potential and its internal resistance; the NEXL
reconnection potential in the near‐Earth plasma sheet and its
internal resistance; the oval conductance produced by pre-
cipitating electrons and ions energized by enhanced con-
vection driven by the dayside reconnection at the
magnetopause and the NEXL reconnection in the plasma
sheet, all driven by the solar wind.

Figure 9. Comparing model predictions with data of polar
cap potential saturation of 71 storms. The scatterplot of
observed data is identical to that shown in Figure 5. The
model predictions are shown by the curves. The solid curve
is for b(=FNR/FDR) = 2.0, g (=RDY/RNR) = 0.8, LDR = 10RE,
and RDY = 1.2 ohm. The dashed curve is for b = 0.4, g =
1.2, LDR = 6RE, and RDY = 0.6 ohm. These parameter values
are chosen so that the data in Figure 8 are bounded by the
curves of the model prediction.
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[34] The internal resistance associated with the recon-
nection process can be attributed to the collisionless dissi-
pation driven by the reconnection potential. The internal
resistance regulates the net potential output by the SW
dynamo and the net potential output by the nightside recon-
nection in the plasma sheet. The collisionless dissipation in
the SW dynamo region includes wave‐particle interactions
and compressional plasma heating in the bow shock and in
the magnetosheath. Likewise, the collisionless dissipation in
the plasma sheet is associated with wave‐particle interactions
and compressional plasma heating driven by the sunward
convection driven by reconnection in the plasma sheet.
Quantitative estimate of the collisionless dissipation is
beyond the scope of the present paper. By comparing model
predictions with observations of polar cap potential satu-
ration, we will present an order of magnitude estimate of
the internal resistance. A quantitative determination of the
internal resistance is beyond the scope of the present paper.
[35] In conclusion, we show that the observed polar cap

potential saturation can be understood as caused by non-
linearity in the SW‐M‐I coupling driven by the solar wind.
Nonlinearity in the proposed SW‐M‐I circuit model origi-
nates from the dependence of oval conductance on the day-

side reconnection E field. Saturation of the polar cap potential
depends on the three essential circuit elements:
[36] 1. The oval conductance SO increases linearly with

increasing EDR as shown in Figure 7. Nonlinearity of the
SW‐M‐I coupling for the polar cap potential saturation is
shown to originates from the oval conductance SO increases
linearly with increasing EDR.
[37] 2. The combined dayside/nightside reconnection

potential FR in (12) is driven by the solar wind, which in
turn drives the storms and substorms.
[38] 3. The asymptotic saturation potential is predicted to

increase with (1) decreasing internal resistance in the dynamo
region; (2) increasing length of dayside reconnection line;
(3) increasing ratio of nightside to dayside reconnection
potential; and (4) increasing ratio of nightside to dayside
internal resistance in the reconnection region.
[39] The linear SO‐EDR relationship shown in Figure 7 is

a semiempirical result deduced from observations to be
verified by direct observations in the future.
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